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Abstract. This method is designed for a 3D reconstruction of buildings from terrestrial images 
based on a visual hull method. Our approach is based on silhouette extracting from an image, 
extruding the silhouette in a given direction (based on the image orientation in the real world) so 
we get a silhouette prism and then we perform an intersection of these prisms. This intersection 
is called a visual hull of the object and with some error it approximates the original building. 
Images are then reused for texture mapping on a resulting solid. As a result we usually have a 
polygonal 3D model of the building with a low count of polygons. The accuracy of this model 
depends on the camera position for the given images and the shape of the building, but if no 
high accuracy is needed, this approach is useful, e.g. for creating building models as a part of 
the virtual city model. 
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1   Introduction 
 

We present in this paper an algorithm for reconstructing building from terrestrial images. This 
approach can be used with a good precision on symmetrical buildings and if we do not need a model with a 
high count of polygons. This can be used for creating models that can be accessed via Internet. 

As an input we need at least two terrestrial images of the building. For each terrestrial image we also 
need an angle of the directional vector. This directional vector describes direction of the camera in the given 
image related to the 3D world coordinate system. We call this angle azimuth (e.g. if we are looking in the 
image on the building from the north, the azimuth is equal to 0). If the footprint of the building is given, we 
can use it as another optional input parameter for a more accurate reconstruction. 

Output of this method is a 3D model of the building. We can view and store this model in several 
ways. This approach can render the model in the window using OpenGL or save it into VRML file and so it 
can be viewed via Internet. It also has its inner format for storing geometry and topology of the model. 
 
2   Related work 
 

There are many papers related to building reconstruction from terrestrial images. Most of them are 
based on finding projection matrices for each image, detection of corresponding objects (points, lines, 
windows, …). As a result we can have point clouds [5] or polygonal model [3]. The visual hull method 
(intersecting of silhouette cones) is usually used for reconstruction of small objects from a set of images 
using a volumetric intersection [1], [2]. Another algorithm with a similar approach is used for generating 
models of trees from terrestrial images using B-rep [4]. The exact position of the camera must be given. 
Then the silhouette is extruded into the cone with its top at the camera location and the intersection is 
calculated. 
 
3   Process description 
 

The main idea in our approach is slightly different from presented works. In many cases the buildings 
have an important property: The opposite lines and faces are parallel. So we extrude a silhouette not into a 
cone, but into a prism and then the opposite lines will be parallel. If the footprint of the building is given, we 
get more accurate result by extruding that footprint in the direction of z axis. By intersecting of these prisms 
we get a visual hull of the building that can be treated as its 3D reconstruction. The advantage of this 
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approach is that we don’t need the exact position of the camera, just the direction in which we are going to 
extrude the silhouette. The main disadvantage is that for more accurate model we need an ortho image of a 
building, so images need to be unwarped. This still leaves some scaling errors, but if images are taken from a 
longer distance from the building and the viewing direction is perpendicular to the facade, the result is more 
accurate. Also the algorithm is more successful in the reconstruction of symmetrical buildings like towers. 
The steps of the algorithm are as follows. 
 
3.1   Image unwarping  
 

We have to unwarp image to obtain the one that is similar to an orthophoto image. The idea is to find 
two lines that are parallel in the real world and then to unwarp the image so that these two lines become 
parallel. Figures 1 and 2 give an example of this process.  
 
3.2   Silhouette detection and extruding 
 

There exist algorithms for finding a silhouette in the image based on boundary detection [6],[7]. But 
these algorithms are unusable for complex image with more then one building. Then the silhouette can not be 
found automatically. Our idea is to find the corners in the image and then input the silhouette manually by 
using only these corner points. In the Figure 5 is drawn such silhouette of St. Michaels tower in Bratislava. 

Given image azimuth is then used for direction calculation and then the silhouette is extruded in that 
direction into prism. If the footprint is given, it’s extruded too. The silhouette solids are then stored. Figure 3 
shows example of two silhouettes extruded into prisms. 
 
3.3   Solids scaling and intersection 
 

All stored solids are scaled so that the height is equal for each silhouette solid. If the footprint of the 
building is given, solids are scaled so the width of solids from given azimuths is equal to the footprint width 
from given azimuth. 

An intersection of all stored silhouette solids is computed and the resulting solid is stored, this is 
illustrated in the Figure 4. We are using our own function for solids intersection computation.  
 
3.4   Texture mapping 
 

Each input unwarped image is back projected on the resulting solid in the direction of the azimuth. 
Then for each face containing a part of actual texture the texture mapping coordinates are calculated. If the 
aerial image of a building is given, it can be used, too. If the textures for some faces are missing, the textures 
from an opposite face can be reused. 
 

                        
 

 

Figure 1: Image of Bratislava castle before 
unwarping process with auxiliary lines
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Figure 2: Image of Bratislava castle after one step 
of unwarping process 



         
 

Figure 3: Example of silhouettes extruded into prisms Figure 4: Intersection of prisms from Figure 3  
 
 
 
4   Results 
 

The presented algorithm has been implemented in Microsoft Visual C++ 6.0 environment. For 3D 
visualization we are using Open GL with Glut extension. In this stage the algorithm and the implementation 
give useful results. For storing solids we are using boundary representation. Our own classes handle the 
intersection of solids. The result can be stored in files using VRML file format or an inner file format. 
Figures 5 - 8 show images of resulting application called Building Creator and 3D models of some 
reconstructed buildings. In the Table 1 we present polygon count and input parameters for the presented 
models. As we can see, we get good textured models with low count of polygons in a few minutes and with a 
few input parameters. Reconstruction of these buildings with modelling software will take much more time. 
 
 
 

        
 

Figure 5: Main window of Building Creator with an
image of St. Michael’s Tower in Bratislava with 

silhouette  

Figure 6: 3D model of St. Michael’s Tower in 
Bratislava rendered in Glut window. For modeling 
and texture mapping was used image from Figure 5
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Model Input parameters Polygons count Time (minutes) 
St. Michael’s Tower 1 image, 2 azimuths 64 5 

Eiffel Tower 1 image, 2 azimuths 120 4 
Lighthouse 1 image, 3 azimuths 62 3,5 

Figure 8: 3D model of lighthouse  Figure 7: 3D model of the Eiffel Tower in Paris  

 Table 1: Complexity of input and output of presented models  
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